Distributed training and scalability for the particle clustering method UCluster
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Abstract. In recent years, machine-learning methods have become increasingly important for the experiments at the Large Hadron Collider (LHC). They are utilised in everything from trigger systems to reconstruction and data analysis. The recent UCluster method is a general model providing unsupervised clustering of particle physics data, that can be easily modified to provide solutions for a variety of different decision problems. In the current paper, we improve on the UCluster method by adding the option of training the model in a scalable and distributed fashion, and thereby extending its utility to learn from arbitrarily large data sets. UCluster combines a graph-based neural network called ABCnet with a clustering step, using a combined loss function in the training phase. The original code is publicly available in TensorFlow v1.14 and has previously been trained on a single GPU. It shows a clustering accuracy of 81% when applied to the problem of multi-class classification of simulated jet events. Our implementation adds the distributed training functionality by utilising the Horovod distributed training framework, which necessitated a migration of the code to TensorFlow v2. Together with using parquet files for splitting data up between different compute nodes, the distributed training makes the model scalable to any amount of input data, something that will be essential for use with real LHC data sets. We find that the model is well suited for distributed training, with the training time decreasing in direct relation to the number of GPU’s used. However, further improvements by a more exhaustive and possibly distributed hyper-parameter search is required in order to achieve the reported accuracy of the original UCluster method.

1 Introduction

Although machine-learning methods have been used in high energy physics for more than 50 years, recent years have seen a substantial increase in their variety and prevalence (see e.g. [1]). This can be connected to different factors, such as, the increased need for more precise methods in experiments, the fast-paced development of novel machine-learning methods
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coming from both within the academic setting and the private sector, and improvements in computer hardware leading to a larger computing capacity.

Within the Large Hadron Collider (LHC) experiments, several research problems are already solved with machine-learning; neural networks and boosted decision trees are used for e.g. flavour tagging jets, separating signal from background in analysis, and particle identification [2]. Improving these methods, extending their reach and developing new ones is currently an active field of study. In addition to the above, machine-learning has been proposed to solve such diverse problems as collision and detector simulation, trigger decision-making, model-independent searches for new physics, jet substructure studies and much more [3].

A lot of the development in machine-learning methods for High Energy Physics is done on data sets that have already undergone a great deal of event selection, and are small enough to allow for training on a single Graphical Processing Unit (GPU) used as the compute node. For more complex models, such as graph networks, generative adversarial networks, or any large enough model, this type of training is limited by its lack of scalability, i.e. its capacity to handle growing amounts of data. This problem can be ameliorated by distributing the training over multiple workers in a cluster of several compute nodes, and thereby increasing the capacity for data ingestion by utilising the distinct storage devices and the working parallel random access memory of several GPU nodes. Using distributed training algorithms also reduces the overall training time by effectively increasing the batch size, which in turn mitigates the problem of prohibitively long training times. In this paper, we apply distributed training to the recently proposed UCluster method [4] for unsupervised clustering of particle physics data, with the goal of both speeding up the training and making it scalable to arbitrarily large data sets.

UCluster is a neural network for unsupervised clustering on particle collider data. It creates a latent space using a classification network and then clusters particles, that are close in the latent space, together.

Depending on the desired properties of the clusters, different classification objectives can be used to create different latent spaces. By choosing jet mass classification, the model produces clusters of jets with the same mass, by choosing event classification the model produces clusters of events with similar properties, etc. This makes UCluster general and highly adaptable, and it has the potential to be useful for several physics problems relating to particle or event classification. So far, it has shown promising results when applied to multi-class classification of jets and anomaly detection at the event level. However, with all training and evaluation executed on a single GPU, the size of the input data is limited to the number of events that can be loaded onto one GPU memory simultaneously. This excludes modifying UCluster, as implemented in a single machine setup [4], to any task that requires training on bigger sample sizes, e.g. full data samples from the LHC experiments.

Unsupervised multi-class classification is something that could be of interest in precision measurements, e.g. in cases where simulated data are not precise enough to be used for background estimation. In this case, data-driven methods, i.e. methods that use real data to estimate the background, are commonly used. This approach can quickly become involved if it has to be done for more than one background process. Instead, an unsupervised multi-class classification method could be applied directly to data, labelling the processes without the need for multiple background fits. UCluster is reported to have an 81% clustering accuracy when applied to the problem of classifying the fat jets of the HLS4ML LHC Jet data set [5] into clusters in which the member jets all originate from the same particle, making use of particle mass classification. However, for data-driven background estimation, the data sets could become several orders of magnitudes bigger.

Anomaly detection is interesting in particle physics, since it is model-independent by nature and can be used to find deviations from the Standard Model, which can then be used as the
basis for new studies. UCluster has been applied to the R&D Dataset for the LHC Olympics 2020 Anomaly Detection Challenge [6] and reports an increase in signal-to-background ratio from 1% to 28%, in which the signal represents the anomalies. This is accomplished through all anomalies ending up in the same cluster. Making this setup scalable would open up the possibilities of looking at larger data sets or even the full experimental data samples of the large LHC collaborations, as has been proposed in reference [7].

To achieve distributed and scalable training, we made use of Apache Spark [8], an open-source distributed general-purpose cluster-computing framework, which creates an architecture over a cluster of multiple compute nodes for distributed data processing through a distributed file system, that splits and stores the data for processing in a fault-tolerant manner. We set this up on the Databricks [9] platform, which allows for easy creation of Apache Spark clusters. This setup bypasses many of the challenges of processing large data sets such as cluster management, unreliable hardware or running out of memory on a single GPU. We used the distributed deep learning framework Horovod [10], which contains a wrapper to run distributed training in Spark clusters, to run the training. Once a training algorithm has been set up with Horovod, it can be run on any number of GPUs (including only one) without any changes in the code. Distributing the training across multiple GPUs means an effective increase in the batch size of the underlying stochastic gradient descent optimisation algorithm, leading to a faster convergence of the optimisation functions. We expect the training time to be in inverse proportion to the number of GPUs.

2 Model and data

The details of the UCluster model can be found in the original reference [4], but some elements needed to understand the rest of this paper will be repeated here. Consider a data set from a particle collider, which has already gone through digitisation and object reconstruction. The reconstructed objects are then represented as nodes in the graph-based neural network known as ABCnet [11], a classification net that aids in the over-arching classification problem.

This classification net needs to be optimised to create a suitable latent space on the over-arching clustering problem of the UCluster model, i.e. a space in which particles with similar properties are close to each other, making clustering possible. The ABCnet is pre-trained for a number of epochs and then a classical k-means algorithm is applied to the latent space. The resulting clusters are used to initialise the cluster centroids in the full model, which is a Deep k-means algorithm that combines the classification net with clustering [12]. The full model is trained end-to-end, with the combined classification and clustering loss, and the trained model assigns every data-point to a cluster. The code is written in TensorFlow v.1 [13].

In this paper, we will mimic the first use case demonstrated in the original paper – multi-class classification of fat jets from the HLS4ML LHC Jets data set – using distributed training. The classification objective is mass classification of jets. The goal is to produce three clusters of jets, each of which contains only jets originating from either a W-boson, Z-boson or top quark.

This HLS4ML data set contains high $p_T$ jets originating from W-bosons, Z-bosons and top-quarks from simulations of LHC proton-proton collisions at $\sqrt{s} = 13$ TeV, which have subsequently been run through a parametric description of a generic LHC detector. They have then been reconstructed using the anti-$k_T$ algorithm [14] with radius parameter $R= 0.8$. The data consist of various high-level features of each of up to 100 constituent particles of each jet. Table 1 shows the data features of each constituent used for this project.

The data are stored in two HDF5 files [16]: one training data set and one validation data set. Following the unconventional nomenclature of the HLS4ML challenge [5], we call the
Table 1: Data features used as input in the UCluster method.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \eta$</td>
<td>Difference in pseudorapidity $\eta$ between jet constituent and jet.</td>
</tr>
<tr>
<td>$\Delta \phi$</td>
<td>Difference in azimuthal angle $\phi$ between jet constituent and jet.</td>
</tr>
<tr>
<td>$\log(p_T)$</td>
<td>Logarithm of the constituent transverse momentum $p_T$.</td>
</tr>
<tr>
<td>$\log(E)$</td>
<td>Logarithm of the constituent energy $E$.</td>
</tr>
<tr>
<td>$\log(p_T/p_T^{(\text{jet})})$</td>
<td>Logarithm of the constituent transverse momentum relative to the jet transverse momentum.</td>
</tr>
<tr>
<td>$\log(E/E^{(\text{jet})})$</td>
<td>Logarithm of the constituent energy relative to the jet energy.</td>
</tr>
<tr>
<td>$\Delta R$</td>
<td>Distance defined as $\sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}$.</td>
</tr>
<tr>
<td>PID</td>
<td>Particle ID [15]</td>
</tr>
</tbody>
</table>

two data sets, used for development, the training and testing data sets and the data set we test our final model on as the validation data set.

3 Modifying the code for scalability and distributed training

To make use of the Horovod framework, we needed to migrate the code to Tensorflow v2. We then extended the model to allow for distributed training. We thus have three incarnations of the code:

The original code which is obtained from the GitHub of the original authors [17]. This was used to validate our setup against.

The original code migrated to TensorFlow v2. This was done with an automated function supplied by TensorFlow and relies on TensorFlow 1 compatible functions. This code was validated against the original code and shows comparable results in both training behaviours, results and execution time.

The distributed model. This is described in the next section.

3.1 Distributed training

With the Tensorflow v2 code as a starting point, we used the HorovodRunner, the Horovod Databricks Application Programming Interface (API), to be able to run distributed training. This was done by creating a HorovodRunner instance and passing it the training function. The training function had to be modified for use with Horovod, including changes, such as, increasing the learning rate to compensate for the bigger effective batch size and handling of checkpoints to ensure consistent saving to and initialisation from them. With our data on the local driver, we initialise the HorovodRunner instance, which copies the data to each GPU. The Horovod framework takes care of the distributed training using a distributed optimiser to accumulate gradients across multiple GPUs, and saves model checkpoints at regular intervals. The learning rate is scaled by the number of GPUs used. Currently, all data is copied onto each GPU, which limits the scalability to what can be fit into a single GPU memory. This will be addressed by copying only fractions of data to each GPU at a time.

3.2 Scalability

The UCluster repository includes a pre-processing script specifically for the HLS4ML data set which we use to extract the relevant features from it (see Table[1]). After pre-processing,
Table 2: Hyper-parameters used in training.

<table>
<thead>
<tr>
<th>Hyper-parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batch size</td>
<td>1024</td>
</tr>
<tr>
<td>Inverse temperature $\alpha$</td>
<td>Starting at 1, increasing linearly by 2 every following epoch</td>
</tr>
<tr>
<td>Proportionality constant between</td>
<td></td>
</tr>
<tr>
<td>classification loss and clustering loss $\beta$</td>
<td>10</td>
</tr>
<tr>
<td>Focal loss hyperparameter $\gamma$</td>
<td>2</td>
</tr>
<tr>
<td>Learning rate</td>
<td>Starting at 0.001 and decreases by 2 every three epochs until it has reached $10^{-5}$. Multiplied by a factor equal to the number of GPUs.</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
</tr>
</tbody>
</table>

the data are contained in a single file and will have to be loaded in their entirety onto the local driver before training. This currently puts limits on the scalability of our setup, and will be addressed in future work by writing data loaders directly into the distributed file system.

4 Training and evaluation

The model was trained with the same hyper-parameters as found in the original paper, summarised in Table 2. It was first pre-trained for 20 epochs with only the classification net, before being trained end-to-end (with the combined classification and clustering loss) for a total of 100 epochs. The training was done on GPU clusters with either 2, 4 or 8 NVIDIA T4 GPUs, each with 16 GB of memory, running Apache Spark 3.0.1 (Amazon EC2 G4dn.xlarge instance). The training time per epoch for different number of GPUs can be seen in Table 3 compared to the training time for the single machine codes. The training time can be seen to inversely scale with the number of GPUs. The testing accuracy during training has been plotted for the distributed code as well as for the single machine codes and can be seen in Figure 1. It shows that the models display very similar training behaviour, which is to be expected if the distributed training works as it should. It can be noted, however, that the testing accuracy is far from the 81% validation accuracy obtained in the original paper. Since there is virtually no improvement with training, the optimisation algorithms might have found a local minimum. Figure 2 shows the clustering loss during training of the distributed model on 4 GPUs. Here we can see a slight improvement until about epoch 65. Some hyper-parameter optimisations was done, testing $\alpha$ (inverse temperature) values that changed by a factor of (1,2,5,10) every epoch following the starting value of 1, changing the batch size to 512, changing the proportionality constant $\beta$ between the classification loss and the clustering loss to ($10^{-4}$,1,10,100) and lowering the learning rate. All trials gave worse or comparable results to those in Table 2. Furthermore, using the same hyper-parameters consistently shows the same behaviour as displayed in Figure 1 across a number of trials, independent on the number of GPUs used for training.

5 Next steps

To make the model fully scalable, we need both the data ingestion and the training to be scalable. We will accomplish this by loading data directly into the distributed file system, bypassing the memory limitations of the main memory, as well as copying only subsets of
Table 3: Training times for the single machine codes and the distributed code.

<table>
<thead>
<tr>
<th>Code</th>
<th>Training time per epoch</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original code</td>
<td>4 minutes</td>
</tr>
<tr>
<td>TensorFlow 2 version of original code</td>
<td>4 minutes</td>
</tr>
<tr>
<td>Distributed training, 2 GPUs</td>
<td>2 minutes</td>
</tr>
<tr>
<td>Distributed training, 4 GPUs</td>
<td>1 minute</td>
</tr>
<tr>
<td>Distributed training, 8 GPUs</td>
<td>30 seconds</td>
</tr>
</tbody>
</table>

(a) Testing accuracy of single machine training with original code.

(b) Testing accuracy of single machine training with TensorFlow v2 code.

(c) Testing accuracy of distributed training, 8 GPUs.

Figure 1: Testing accuracies. The first 20 epochs were pre-training without any clustering, so the clustering accuracy is set to 0.

data onto each GPU. For the data loading, we will use file formats designed for distributed processing of large data sets such as the open-source column-oriented data storage format Parquet or the to high energy physicists well-known ROOT format. For the data distribution, we will compare the Horovod framework to the Maggy [18] framework to see if there are already tools implemented that can be used for this purpose.
We are also actively looking into how the accuracy can be improved to that which was shown in the original paper. Since the optimisation might be stuck in a local minimum, a natural path forward would be to investigate the inverse temperature and potential energy surface defined by the optimisation problem. If the weights of the fully trained, accurate model can be made available to us, this could provide valuable insight without having to look into the inverse temperature. We could initialise our weights with the fully trained parameters, or slight perturbations there of, and see if our training reaches the same parameters again.

6 Conclusion and outlook

We have implemented distributed training for the UCluster method and are in the process of making it scalable to any input data size. We migrated the UCluster model to TensorFlow v2 and added distributed training using the HorovodRunner. After this, the training behaviour of the model is very similar to that of the original code, and this behaviour is consistent over a large number of trials. However, we see a significantly lower accuracy than that reported in the original paper. We are in the process of making the setup fully scalable, as well as troubleshooting the lowered accuracy. The UCluster method is a very general method in the sense that it can be modified for any task in which unsupervised clustering of particles could be used. The generality of the original model together with the scalability added in this project has the potential to be very powerful in processing large amounts of data for a wide variety of tasks at the LHC. The distributed model can already be used as is for very fast training with HDF5 data, a format commonly used in particle physics machine-learning challenges open to researchers outside of the big LHC collaborations. Once it has been made fully scalable, it will be able to train directly on both experimental data and simulated data from the LHC – possibly requiring some pre-processing of the files.
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